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Abstract

Given a large hierarchical dictionary of concepthe
task of selection of the concepts that describectimtents
of a given document is considered. The problemistsns
in proper handling of the top-level concepts in khierar-
chy. As a representation of the document, a hisiogof
the topics with their respective contribution iretbdocu-
ment is used. The contribution is determined bypaoim
son of the document with the “ideal” document farck
topic in the dictionary. The ‘“ideal” document farcon-
cept is one that contains only the keywords belungo
this concept, in the proportion to their occurreada the
training corpus. A fast algorithm of comparison &ome
types of metrics is proposed. The application d& th
method in a syste@lassifieris discussed.

1. Introduction

We consider the task of representation of the custe
of a document by listing its main topics, i.e., timain
concepts mentioned in the document. For each teyc,
determine its contribution in the document; therespn-
tation of the document is a histogram of the cotxejith
their respective contributions.

Determining the main topics of a document in ndtura
language is important for such applications as ot
classification, document retrieval [1], text minirg],
investigation of document collections [3], etc.

For example, in document retrieval the documents ca
be scored by the correspondence of their main sofgic
the user’s request. In text mining, data minindhegues
can be applied to discovering trends and deviatifribe
topics of discussion in the newspapers. In texteund
standing, topic detection allows selecting the lmug
model [4].

In some applications, there is a small set of {dieed
topics, and a typical document is related to omlg topic.
For example, this is the case for a governmentapton
office where the complaints it receives from thézens
are to be classified by the departments of poleslth,
environment, etc.

However, in the case of open texts, such as Interne
documents or newspaper articles, the set of pessipl-
ics is large and not so well defined, and the nitgjaf
the documents are related to several or many toplus
leads to the necessity of some structuring of tteo$
topics. The most natural structure is a hierard¢tor. ex-
ample, if a document is related to the narrow t®plec-
tions governmentandparty, then it can be classified as a
document omolitics.

Most of the existing dictionary-based systems use
“flat” topic dictionaries — keyword groups withoatny
hierarchical structure. In this paper, we use aahghical
dictionary and address the issue of determiningctie
tribution of thetop-levelconcepts. We introduce the no-
tion of anideal document on a given topic, which suppos-
edly corresponds to the user intuition on whatttfpécal
documents on this topic are. We give the formainitiin
of the ideal document, discuss the method of teplec-
tion based on comparison of the given document with
such ideal documents for various topics, and addites
issues of computational efficiency of our algorithm

2. The concept tree and document image

Unlike some other methods of indexing [5], our algo
rithm does not obtain the candidate topics direfritlyn
the body of the document being analyzed. Instéadliés
on a large dictionary of topics organized in a tree. Non-
terminal nodes of this tree represent major topgash as
politics or nature The terminal nodes represent narrower
topics such aslectionsor animals



The terminal nodes of the hierarchy are the eleangnt
concepts. They are represented by lists of keywords
keyword combinations that in this hierarchy are sidn
ered synonymous. For example, the nolgion lists the
wordschurch priest, candle Bible, pray, pilgrim, etc. In
our implementation, these keywords can be in difier
languages, while the concept tree is common fofaall
guages, and the concepts are labeled with Engtisten.

Though the concepts are organized in a tree, a delyw
can belong to several concepts. This can be deg&her
homonymy of the word [6] (e.gbill belongs tomoney
law, tools birds) or intersection of the topics (e.@irl
belongs tachildrenandwomen).

In this article, we will suppose that the non-terati
nodes are linked only with other concepts and ae n
immediately related with any keywords.

Since the words listed in the dictionary under gheme
terminal concept are considered equivalent for task,
each word of the document stands for one or sey#ral
any) terminal concepts. We represent the documer a
vector of numbers of occurrences of each termioal c
cept. If the word belongs to several concepts @tounted
as one occurrence of each of themd|fis the number of

occurrences of the terminal conceaptthen we call the
vector{di} theimageof the document.

In the rest of the article, we will deal only wiguch

each other in any significant way, i.e., the dicfiny is
flat, not hierarchical.

In [16], we considered a weighted hierarchy, in ahhi
the links between the nodésandj have some weights
Wij : for example, the wordandleis less relevant for the

conceptreligion than the wordpray. The problem of
assignment of such relevance weights was discussed
there. For simplicity, in the present paper we vwghore
this issue.

In [16] we treated the task of topic detection & d
crimination for the purposes of classification, adig-
cussed the corresponding algorithm which reliesthan
variation of the distribution of the topics overetlgiven
document collection. In this article, we considee task
of topic detection in a different aspect, similarthat of
abstracting — to give the user an impression ofdibeu-
ment contents.

4. Topic selection as document comparison

We will consider the task of topic selection for-de
scribing the document contents as answering tHewel
ing question: Which nodes of the topic hierarchyegihe
user the best impression of the contents of thergiv
document?

To represent the informal notion of “impressiontloé

statistical images rather than with documents as se contents of the document” we use the notion ofidesal

quences of words.
3. Reélated and previouswork

Topic detection for document classification andt tex
segmentation [7] has been the object of extensisearch
in recent years. A large core of research has teeated
to automatically learning the classification rulasing
statistical and linguistic methods [8], [9], [10hachine
learning methods [11], neural networks, self-orgeng
maps [12] and connectionist models [13]. In thearij
of these studies, the task of automatic constrnatiothe
topic hierarchy is considered.

In this article we undertake a different task: giwmn
existing topic hierarchy, to find the concepts thast
describe the contents of the document.

In our earlier works [14] and [15], the task of ippe-
lection is understood as the choice of the topiofsst
frequently mentioned in the document. Though insého
works a topic hierarchy and the idea of propagathey
frequencies up the tree is mentioned, in fact eahidy is
not used, and the topics are considered as ndedeta

document imagéor the given topic, which we will ana-
lyze in more detail below. We suppose that the bser
an intuitive notion of the ideal, or the most tyglicdocu-
ment on a given topic. When the system labels treud
ment with some node of the concept hierarchy, ther u
can consider that the contents of the documentapre
proximately equivalent to those of the ideal one tfos
topic.

Thus, the question “what are the main topics of the
document?” can be reformulated as follows: the ideal
document on which topic is the given document most
similar? In this interpretation, our task is decomposed
into two steps:

1. Associate a hypothetical ideal document imagén wit
each topic of the hierarchy.
2. Compare the given document with each such ideal

document and choose the best match.

In the next sections, we address each of thesastwo
sues, providing formal definition of the ideal domnt



and showing some computational advantages of afgpec
document comparison metric.

5. Theideal document image for atopic

per mixture that is used to train the system —cmsisting

of documents, or maybe paragraphs, devoted eacloone
its own specific topic. Then both wortil andpaw only
appear in the paragraphs devotedmdmals so that their
proportion in the whole corpus is the same as énttipic

Let us consider what the hypothetical ideal documen animals We will ignore here the fact that the frequencies

for the given topic is. One possible way to sethetmost

used according to this second hypothesis may herttid

typical documents could be to choose such documentsy word ambiguity.

from a large document collection, on the basiswhan

To construct the image of the ideal document fer th

expert's opinions. However, we consider this method topic nodeN, we will use a training corpus — a general

inappropriate since, first, it involves a great amb of
expert handwork and, second, the best methodology f
such a procedure is not clear.

Instead, we will artificially construct such docume
basing them only on an unprepared large text conptlrs
a balanced mixture of topics.

A topic is a node in the concept tree. Since thecept
tree is generally ais-a hierarchy, each nonterminal node
subsumes a subset of the terminal nodes of the dree
that a topic can be identified with such a sub¥ét. as-
sume the following two hypotheses:

1. The ideal document for a given topic does notaian
any keywords that do not belong to this topic.

2. The proportion of the frequencies of the keywards
the ideal document for any topic is the same atén
general text collection (except for the keywords no
contained in the document).

The first hypothesis is quite natural: the ideatwo
ment onanimalsincludes all words related smimalsbut
does not include any words relatedctaimputers Though
in the topic tree, some words can repeat in diffetep-
ics: say,mousecan be both undemimalsandcomputers
we treat them as different nodes, so that onlyaomy of
mouseappears in the ideal document animals while
the other does not.

The second hypothesis says that if the wtaidl is
twice as frequent agaw in the general newspaper mix-
ture, then it will be twice as frequent paw in the texts
specifically aboutanimals This statement looks more
dubious than the first one and, strictly speakiimgs not
hold in reality. The following two consideratiorthpugh,
partially justify it.

First, as is common in the practice of statistiggh a
lack of information, the hypothesis of equal diatitions
is accepted.

A second, more meaningful justification consistshia
following. We can consider the general corpus —spaw

newspaper mixture. LR denote the set of all terminal
topics, andk; the number of occurrences of the terminal
topic iR in the corpus, i.e., the whole corpus has the
document image{ki} .

Let N denote the set of the terminal nodes subordinated
to the tree nod®&\ (thenR is exactly the set of terminals
subordinated to the rodR). Then we define the ideal
document for the topi® as the one containing only the
keywords subordinated to this node. Its image{ki,@i},

where

., iON

kNi=%( _ @)
B0, i0N

Note that the whole corpus imadk} is equal to{kRi} \

the ideal document for the root no&e i.e., the whole
training corpus is the ideal document “about amgHii

In the discussion below, the document images vall b
normalized. However, normalization is impossible fo
zero documents, e.g., for documents with &ll= . 0O

There are two possible solutions to this probleme O
solution could be to remove such topics from three tr
since there is no information about their frequesci
Another possible solution is to a priori add 1 tbfie-
quenciesk; :

B +1 iON
N — O .
=0} iON

k (2

The latter method was used in [1] for smoothingdfiect
of rare events, and we use it too.
6. Comparison metrics

There are many possible ways to measure the destanc
between two documeni& and B with the images{ai}

and {bi} . The metrics most frequently used in the litera-



ture are the linear (3) and quadratic (4) oneg alsnore

general metric (5) can be considered:

o = ; b.':]k:bj )
A8, =3 (a -y J; sz (4)
®)

S S

Other metrics are also proposed in the literatBa.
example, in [2] an information-based asymmetri¢atice
measure is used:

HA’ BHinfo = ; a" IOQ%,

O .

=3
AP A

though such a measure is not adequate for our pespo

since it is not defined fok, = 0

The issue of justification and meaningful choice be
tween such metrics is complex and we do not dis@uss

here in detail, though we provide some discussioseic-
tion 9.

can be reduced to the order Bf + [T|. Let us rewrite the

expression (4) as
=> (@ -t

A8,
=;a’2+;n'2—2;afu ™
—o- 2Z beIDZR ab

LetKy be the ideal document for the topic nddeand
{kNi} be its image. Then, because of the zeroes inh@),

summation in the latter expression can be perforamdyg
by the seN of the terminal modes subordinated\@and
not by the entirdR:

Ky, D, =2-2

;ﬂ(? ;1(1; kd  ®
J J

Denoting the corresponding parts of the latter fdenby
F(N), G, andw(i), we can rewrite this expression as

K. D], :\/2—2F(N)Gi;W(i) ©)

where the coefficienE(N) depends only on the nodé

Note that since we use a normalized document imageand does not depend on the docuni&nivhile the coeffi-
{d} . our method can not work with empty documents or cientsG andw(i) depend on the documet but do not

with documents that do not contain any keywords.
7. Computational efficiency

In many works the quadratic metric (4) is preferbed

depend on the node

Let us consider the number of operations required

during runtime to calculate (9). The val&€N) can be
pre-calculated at the time of training the model #rus is
not calculated in runtime at all. Calculation @ffor a

cause of computational advantages it provides. Wle w given document requires on the orderR}fdperations.

also show that it significantly speeds up the dakion
process, as well as some other metrics of the (pe

With an arbitrary metric like (3), the algorithm -de

scribed in the section 4 has the complexiiy||R|, where
[T] is the total number of nodes in the tleeand R] is the
total number of terminal nodes, i.e., the dimengibthe
document image. Indeed, in each ©f hodes ofT the
algorithm requires calculation of the expresside I{3),

At the first glance, calculating alV(N) = ziDN w(i)

seems to require on the order ©f¥ |R| operations. In
fact, due to linearity of this expression ) it can be
recursively calculated for all nodes in onfy| + 1 steps.
For the terminal nodes there is nothing to caleul&bor
any non-terminal nod&, W(N) = Z W(N,) with

NgN
the summation only by the nodBg immediately subor-

which in its turn requiresR| elementary operations. We dinated toN, Ns — N. This results in the number of addi-

do not consider the operations required for catmdad;

tions equal to the number of the arcs in the tfBe; 1.

and k! since they are calculated once for the documentThis algorithm is discussed in the section 8.

and at the stage of training the model, respegtivel

We will show that with the quadratic metric, thareo

putational complexity of the algorithm from the tec 4

Thus, the main algorithm from section 4 with thedu
ratic metric (4) requires only on the order @f 1 R|
operations. The memory requirements are of therafle
[T], including both the data learned at the timeraihing



the model, which are kept in the system, and tha da
related to the document being analyzed.

Note that this result can be generalized to artrarli
metric (5) with any evem > 2Similarly to (7), the ex-
pression (5) can be rewritten as

B =% (ar-b)

iR

(VTR

=2 = mpyn=m
bRiifbRli
R UR

which in turn for the ideal document image=0 due to

(10)

n

the zeroes in (1) can be rewritten as

(—1)m<n-m)(pn ) SR (1)

IUN

n-1

with summation only by, and thus

KN,Dn=d2+”§QmFm<N)Gm;wm<i) (12)

where only a fixed number of valuEg(N) depend on the
nodeN, while they do not depend on the documerand
thus can be compiled at the time of training theleho

All our algorithms can be reformulated for this €as
with the complexity of ordemn ([T| + R]) and memory
requirements of ordar [T|, though we will not give such
a general form here.

8. Algorithm

We will discuss only the quadratic metric (4), tgbwa
similar algorithm can be built for an arbitrary mei5).

The algorithm corresponding to the discussion itx se
tion 4 uses the following variables: the arfa{N) num-
bered by the nodes of the tr€ga simple variablé& de-
pending on the documer being analyzed, and two
arraysk; andd, numbered by the terminal nodes.

The algorithm uses a recursive procedure to promote
value up the tree, i.e., to calculate in each Médiee sum
X(N) = ZiDN x(i) of some valuex(i), with summation by

all terminal nodes subordinated ltb This procedure has
been discussed in section 7 and has a complexibydzr
[T| - 1. It is applied to the root node of the tred aon-
sists in the following conditions:

1. If Nis a terminal node, s&i(N) = x(i) with the appro-
priate number.

2. If Nis a non-terminal node, apply the same procedure
to each nodeNs immediately subordinated td\,
Ns « N, and setX(N):z W X(Ng); here the

Ng
summation is done only by the nodes immediately
subordinated ti\.

In the following sections we will apply this procedure
to different expressiongi), obtaining different functions
X(N).

Also, the algorithm uses the following procedure fo
building a document imaged given a documené:

1. Setallg; = 0.

2. For each word of the document, if it belongshte list
of keywords for some terminal nodg incrementa;
by 1. A word can belong to more than one terminal
node; in this case all correspondmare incremented.

The complexity of this procedure is of the order
|Al log L|, where A| is the total number of words in the
documentA and L| is the total number of the keywords in
the system lexicon.

8.1. Training the model

The data learned from the training corpus and kept
the system ar&(N) and {;}. The total size of the data is
[T] + R| (it can be reduced t@||by storingF(N) only for
non-terminal nodes), wherR||is the number of terminal
nodes andT]| of all nodes in the tree.

The input for the training algorithm is a large mas of
general newspaper mixture. The algorithm worksaks f
lows:

1. Apply the procedure of building the document imag
to the training corpus to buildk. The complexity of
this step is of the ordeK|log ||, where K| is the
number of words in the training corpus.

k'2

iON 1!

2. Calculate all values oF(N)=:I/z

applying the promotion procedure to the expression

by first
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Figure 1. A screenshot of the Classifyer system:
the topics of the article Yitzhak Rabin and Yasser Arafat.

x(@i) = kf and after that inverting the resulting value in
each node. The complexity of this step is of thdeor
Tl -

The total complexity of training the model is oétbr-

der K| log L| + [T

8.2. Working with the document

In runtime, i.e., when working with a given docurhen
the algorithm computes and uses the val@eand {d;}.
The total size of the data for a given documenRjs 1,

where R| is the number of terminal nodes. Given a docu-

mentD, the algorithm works as follows:

1. Apply the procedure of building the document imag
to the document to buildd{}. The complexity of this
step is of the ordeD] log L|.

2. Calculate the value @ = ]/z
ity is of the orderR)|.

=4~ - The complex-

3. Calculate all valuesK,DJ, . For this, first apply the

promotion procedure described above to the expres-
sionx(i) =w(i) = k;d, and after that calculate the ex-

pression (9) for each nodé The complexity is of the
orderT| -

Choose the node with the least valug|kf;,

arrange the nodes in the order of increasing of thi
value. In the latter case, the complexity is of theer

[T log IT|.

The total complexity is of the orderR[+ [T| -1
only the best topic is to be found. However, if entire his-
togram of the topics ordered from the best to tloestv
one is to be built, additionall||log [T| operations are
necessary.
9. Implementation and experimental results
The algorithm was implemented in a multifunction
systemClassifier The system allows the user to view the
histogram of the topics expressed in a given doaime
see Figure 1.



The system also allows the user to retrieve from th
data base the documents corresponding to the tiyer
or to view a histogram of the documents in the dtse
that correspond to the given topic, ordered from blest
to the worst. Among the functions of tiéassifiersystem
is the ability to compare documents using the tdpe
and search for the documents which are the mostasim
to the given one.

Our experiments were conducted with Spanish docu-
ments. As the training corpus, we used the pubhefsil-
able Spanish corpus LEXESP provided to us by the
Polytechnic University of Catalonia (UPC), SpairheT
corpus contains approximately 3 million words.

As the concept tree, we used the multilingual diatan
the Clasitexsystem [15], with the concepts with English
labels, and with English, Spanish, and French voleap.
The tree consists of 796 nodes, of which 607 nades
terminal. The English vocabulary consists of 3784-
words or keyword combinations (liket dog.

The results were assessed qualitatively, basechen t
opinion of human experts. For each document, twtste
were carried out.

In the first test, the expected main topics wesigaed
to the documents manually, and the system residre w
compared with thesa priori expert judgments. In more
than 90% of the cases, the expected main topionitas
the first 10 topics (of total 796) in the histogram

In the second test, the top 10 topics reporteti@bést
by the program were estimated by the human te&bers
their intuitive appropriateness for the documentmiore
than 80% of the cases, the testers estimated sitgeas
acceptable.

We have experimented with different metrics, sush a
(3) to (5). The metrics exhibited rather similahbeior,
though the metrics of the type (5) with higimetended to
give slightly higher priority to lower nodes of theee
(like election$, while the linear metric (3) emphasized
more general topics (likpolitics). We also tried the ex-
pression

1

=1-ab’, a & b =

b
o gﬁai’ ;bi

which tended to over-emphasize the terminal nodes,
the most narrow topics. In our opinion, the quadrat
metric provides a good compromise between the tyyali
simplicity, and computational efficiency.

A8, (13)

As an example, let us consider the results forvasne
paper articleYitzhak Rabin and Yasser Argfathich was
evaluated by the human expert as relategoldics, war,
social institutions The following table shows the system
output, with the distances measured by the quadrati
metric |K,D|, (4). Terminal nodes are given in lower-

case letters, non-terminal in capitals:

Rank Distance Topic

1 0725 INSTITUTIONS

2 0778 ANY TOPIC

3 0.855 SOCIAL ORDER

4 1.114 THE ECONOMY

5 1.137 WAR, MILITARY

6 1.160 GOVERNMENT

7 1182 PUBLISHING, THE PRESS

8 1.199 soldiers, military life

9 1.212 governmental bodies, institutions
10 1.213 OCCUPATIONS
11 1.225 corporations, business practices
12 1.225 occupations, job titles
13 1.225 newspaper names
14  1.225 POLITICS
15  1.237 BUSINESS & ECONOMICS

Note that in the dictionary bipstitutions social insti-
tutions such as government or politics are meant.

Here is a fragment of the topic tree with the racés
responding to the previous table. This table ithtsts the
pattern of topic ranking. The topics nearest inttiee to
the main detected topic, in this casstitutions have the
best ranking.

Py
Q
>
=~

Topic subtree

ANY TOPIC
OINSTITUTIONS
[OSOCIAL ORDER
OOGOVERNMENT
00 Ogovernmental bodies and institutions
OOPOLITICS
OOPUBLISHING & THE PRESS
000 newspaper names
OOWAR & MILITARY
O Osoldiers and military life
OTHE ECONOMY
[BUSINESS & ECONOMICS
OOcorporations and business practices
COOCCUPATIONS

= e
Hhool~Roowrn

11
10

Note that the root topic any topic— obtained a high
rank, which is not desirable. In our future work plan to



investigate other metrics and address the issuthef
choice of the optimal one.

10. Conclusions and future work

As the method of concept selection for represemmati
of the contents of a document, comparison withided!”
document for each of the topics available in thaticiary
was suggested. The method of automatic construction
such an ideal document for a topic was propose@ Th
issue of choice of the metric for the comparisors \es-
cussed. For some types of frequently used metscs,
faster algorithm of calculation was described.

The method has been implemented in a systtamsi-
fier for document retrieval and investigation of docuine
collections. In the experiments, different meteahibited
slightly different behavior. As the experiments &av
shown, with the quadratic metric, the ranking df thot
node is too high. In future work, the issue of cleodf the
best metric is to be addressed.
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