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Abstract
Given a large hierarchical dictionary of concepts, the
task of selection of the concepts that describe the contents
of a given document is considered. The problem consists
in proper handling of the top-level concepts in the hierar-
chy. As a representation of the document, a histogram of
the topics with their respective contribution in the docu-
ment is used. The contribution is determined by compari-
son of the document with the “ideal” document for each
topic in the dictionary. The  “ideal” document for a con-
cept is one that contains only the keywords belonging to
this concept, in the proportion to their occurrences in the
training corpus. A fast algorithm of comparison for some
types of metrics is proposed. The application of the
method in a system Classifier is discussed.

1. Introduction

We consider the task of representation of the contents
of a document by listing its main topics, i.e., the main
concepts mentioned in the document. For each topic, we
determine its contribution in the document; the represen-
tation of the document is a histogram of the concepts with
their respective contributions.

Determining the main topics of a document in natural
language is important for such applications as document
classification, document retrieval [1], text mining [2],
investigation of document collections [3], etc.

For example, in document retrieval the documents can
be scored by the correspondence of their main topics to
the user’s request. In text mining, data mining techniques
can be applied to discovering trends and deviations of the
topics of discussion in the newspapers. In text under-
standing, topic detection allows selecting the language
model [4].

In some applications, there is a small set of predefined
topics, and a typical document is related to only one topic.
For example, this is the case for a governmental reception
office where the complaints it receives from the citizens
are to be classified by the departments of police, health,
environment, etc.

However, in the case of open texts, such as Internet
documents or newspaper articles, the set of possible top-
ics is large and not so well defined, and the majority of
the documents are related to several or many topics. This
leads to the necessity of some structuring of the set of
topics. The most natural structure is a hierarchy. For ex-
ample, if a document is related to the narrow topics elec-
tions, government, and party, then it can be classified as a
document on politics.

Most of the existing dictionary-based systems use
“flat” topic dictionaries – keyword groups without any
hierarchical structure. In this paper, we use a hierarchical
dictionary and address the issue of determining the con-
tribution of the top-level concepts. We introduce the no-
tion of an ideal document on a given topic, which suppos-
edly corresponds to the user intuition on what the typical
documents on this topic are. We give the formal definition
of the ideal document, discuss the method of topic selec-
tion based on comparison of the given document with
such ideal documents for various topics, and address the
issues of computational efficiency of our algorithm.

2. The concept tree and document image

Unlike some other methods of indexing [5], our algo-
rithm does not obtain the candidate topics directly from
the body of the document being analyzed. Instead, it relies
on a large dictionary T of topics organized in a tree. Non-
terminal nodes of this tree represent major topics, such as
politics or nature. The terminal nodes represent narrower
topics such as elections or animals.



The terminal nodes of the hierarchy are the elementary
concepts. They are represented by lists of keywords or
keyword combinations that in this hierarchy are consid-
ered synonymous. For example, the node religion lists the
words church, priest, candle, Bible, pray, pilgrim, etc. In
our implementation, these keywords can be in different
languages, while the concept tree is common for all lan-
guages, and the concepts are labeled with English names.

Though the concepts are organized in a tree, a keyword
can belong to several concepts. This can be due to either
homonymy of the word [6] (e.g., bill  belongs to money,
law, tools, birds) or intersection of the topics (e.g., girl
belongs to children and women).

In this article, we will suppose that the non-terminal
nodes are linked only with other concepts and are not
immediately related with any keywords.

Since the words listed in the dictionary under the same
terminal concept are considered equivalent for our task,
each word of the document stands for one or several (if
any) terminal concepts. We represent the document as a
vector of numbers of occurrences of each terminal con-
cept. If the word belongs to several concepts, it is counted
as one occurrence of each of them. If id  is the number of

occurrences of the terminal concept i, then we call the
vector { }id  the image of the document.

In the rest of the article, we will deal only with such
statistical images rather than with documents as se-
quences of words.

3. Related and previous work

Topic detection for document classification and text
segmentation [7] has been the object of extensive research
in recent years. A large core of research has been devoted
to automatically learning the classification rules using
statistical and linguistic methods [8], [9], [10], machine
learning methods [11], neural networks, self-organizing
maps [12] and connectionist models [13]. In the majority
of these studies, the task of automatic construction of the
topic hierarchy is considered.

In this article we undertake a different task: given an
existing topic hierarchy, to find the concepts that best
describe the contents of the document.

In our earlier works [14] and [15], the task of topic se-
lection is understood as the choice of the topic(s) most
frequently mentioned in the document. Though in those
works a topic hierarchy and the idea of propagating the
frequencies up the tree is mentioned, in fact a hierarchy is
not used, and the topics are considered as not related to

each other in any significant way, i.e., the dictionary is
flat, not hierarchical.

In [16], we considered a weighted hierarchy, in which
the links between the nodes i and j have some weights

i
jw : for example, the word candle is less relevant for the

concept religion than the word pray. The problem of
assignment of such relevance weights was discussed
there. For simplicity, in the present paper we will ignore
this issue.

In [16] we treated the task of topic detection as dis-
crimination for the purposes of classification, and dis-
cussed the corresponding algorithm which relies on the
variation of the distribution of the topics over the given
document collection. In this article, we consider the task
of topic detection in a different aspect, similar to that of
abstracting – to give the user an impression of the docu-
ment contents.

4. Topic selection as document comparison

We will consider the task of topic selection for de-
scribing the document contents as answering the follow-
ing question: Which nodes of the topic hierarchy give the
user the best impression of the contents of the given
document?

To represent the informal notion of “impression of the
contents of the document” we use the notion of the ideal
document image for the given topic, which we will ana-
lyze in more detail below. We suppose that the user has
an intuitive notion of the ideal, or the most typical, docu-
ment on a given topic. When the system labels the docu-
ment with some node of the concept hierarchy, the user
can consider that the contents of the document are ap-
proximately equivalent to those of the ideal one for this
topic.

Thus, the question “what are the main topics of the
document?” can be reformulated as follows: To the ideal
document on which topic is the given document most
similar? In this interpretation, our task is decomposed
into two steps:

1. Associate a hypothetical ideal document image with
each topic of the hierarchy.

2. Compare the given document with each such ideal
document and choose the best match.

In the next sections, we address each of these two is-
sues, providing formal definition of the ideal document



and showing some computational advantages of a specific
document comparison metric.

5. The ideal document image for a topic

Let us consider what the hypothetical ideal document
for the given topic is. One possible way to select the most
typical documents could be to choose such documents
from a large document collection, on the basis of human
expert’s opinions. However, we consider this method
inappropriate since, first, it involves a great amount of
expert handwork and, second, the best methodology for
such a procedure is not clear.

Instead, we will artificially construct such documents,
basing them only on an unprepared large text corpus with
a balanced mixture of topics.

A topic is a node in the concept tree. Since the concept
tree is generally an is-a hierarchy, each nonterminal node
subsumes a subset of the terminal nodes of the tree, so
that a topic can be identified with such a subset. We as-
sume the following two hypotheses:

1. The ideal document for a given topic does not contain
any keywords that do not belong to this topic.

2. The proportion of the frequencies of the keywords in
the ideal document for any topic is the same as in the
general text collection (except for the keywords not
contained in the document).

The first hypothesis is quite natural: the ideal docu-
ment on animals includes all words related to animals but
does not include any words related to computers. Though
in the topic tree, some words can repeat in different top-
ics: say, mouse can be both under animals and computers,
we treat them as different nodes, so that only one copy of
mouse appears in the ideal document on animals, while
the other does not.

The second hypothesis says that if the word tail is
twice as frequent as paw in the general newspaper mix-
ture, then it will be twice as frequent as paw in the texts
specifically about animals. This statement looks more
dubious than the first one and, strictly speaking, does not
hold in reality. The following two considerations, though,
partially justify it.

First, as is common in the practice of statistics, with a
lack of information, the hypothesis of equal distributions
is accepted.

A second, more meaningful justification consists in the
following. We can consider the general corpus – newspa-

per mixture that is used to train the system – as consisting
of documents, or maybe paragraphs, devoted each one to
its own specific topic. Then both words tail and paw only
appear in the paragraphs devoted to animals, so that their
proportion in the whole corpus is the same as in the topic
animals. We will ignore here the fact that the frequencies
used according to this second hypothesis may be distorted
by word ambiguity.

To construct the image of the ideal document for the
topic node N, we will use a training corpus – a general
newspaper mixture. Let R denote the set of all terminal
topics, and ik  the number of occurrences of the terminal

topic R∈i  in the corpus, i.e., the whole corpus has the
document image { }ik .

Let N denote the set of the terminal nodes subordinated
to the tree node N (then R is exactly the set of terminals
subordinated to the root R). Then we define the ideal
document for the topic N as the one containing only the
keywords subordinated to this node. Its image is { }iNk ,

where
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Note that the whole corpus image { }ik  is equal to { }iRk ,

the ideal document for the root node R, i.e., the whole
training corpus is the ideal document “about anything.”

In the discussion below, the document images will be
normalized. However, normalization is impossible for
zero documents, e.g., for documents with all 0=ik .

There are two possible solutions to this problem. One
solution could be to remove such topics from the tree
since there is no information about their frequencies.
Another possible solution is to a priori add 1 to all fre-
quencies ik :
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The latter method was used in [1] for smoothing the effect
of rare events, and we use it too.

6. Comparison metrics

There are many possible ways to measure the distance
between two documents A and B with the images { }ia

and { }ib . The metrics most frequently used in the litera-



ture are the linear (3) and quadratic (4) ones; also a more
general metric (5) can be considered:
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Other metrics are also proposed in the literature. For
example, in [2] an information-based asymmetric distance
measure is used:
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though such a measure is not adequate for our purposes
since it is not defined for 0=ik .

The issue of justification and meaningful choice be-
tween such metrics is complex and we do not discuss it
here in detail, though we provide some discussion in sec-
tion 9.

Note that since we use a normalized document image
{ }id ′ , our method can not work with empty documents or

with documents that do not contain any keywords.

7. Computational efficiency

In many works the quadratic metric (4) is preferred be-
cause of computational advantages it provides. We will
also show that it significantly speeds up the calculation
process, as well as some other metrics of the type (5).

With an arbitrary metric like (3), the algorithm de-
scribed in the section 4 has the complexity |T| × |R|, where
|T| is the total number of nodes in the tree T, and |R| is the
total number of terminal nodes, i.e., the dimension of the
document image. Indeed, in each of |T| nodes of T the
algorithm requires calculation of the expression like (3),
which in its turn requires |R| elementary operations. We
do not consider the operations required for calculating id ′
and ik′  since they are calculated once for the document

and at the stage of training the model, respectively.
We will show that with the quadratic metric, the com-

putational complexity of the algorithm from the section 4

can be reduced to the order of |R| + |T|. Let us rewrite the
expression (4) as
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Let KN  be the ideal document for the topic node N, and
{ }iNk  be its image. Then, because of the zeroes in (1), the

summation in the latter expression can be performed only
by the set N of the terminal modes subordinated to N and
not by the entire R:
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Denoting the corresponding parts of the latter formula by
F(N), G, and w(i), we can rewrite this expression as
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where the coefficient F(N) depends only on the node N
and does not depend on the document D, while the coeffi-
cients G and w(i) depend on the document D but do not
depend on the node N.

Let us consider the number of operations required
during runtime to calculate (9). The value F(N) can be
pre-calculated at the time of training the model and thus is
not calculated in runtime at all. Calculation of G for a
given document requires on the order of |R| operations.

At the first glance, calculating all =)(NW ∑ ∈ Ni
iw )(

seems to require on the order of |T| × |R| operations. In
fact, due to linearity of this expression in N, it can be
recursively calculated for all nodes in only |T| – 1 steps.
For the terminal nodes there is nothing to calculate. For
any non-terminal node N, =)(NW ∑ ←NN s

s
NW )(  with

the summation only by the nodes Ns immediately subor-
dinated to N, Ns ← N. This results in the number of addi-
tions equal to the number of the arcs in the tree, |T| – 1.
This algorithm is discussed in the section 8.

Thus, the main algorithm from section 4 with the quad-
ratic metric (4) requires only on the order of |T| + |R|
operations. The memory requirements are of the order of
|T|, including both the data learned at the time of training



the model, which are kept in the system, and the data
related to the document being analyzed.

Note that this result can be generalized to an arbitrary
metric (5) with any even 2≥n . Similarly to (7), the ex-
pression (5) can be rewritten as
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which in turn for the ideal document image 0=ik  due to

the zeroes in (1) can be rewritten as
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with summation only by N, and thus
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where only a fixed number of values Fm(N) depend on the
node N, while they do not depend on the document D and
thus can be compiled at the time of training the model.

All our algorithms can be reformulated for this case,
with the complexity of order n (|T| + |R|) and memory
requirements of order n |T|, though we will not give such
a general form here.

8. Algorithm

We will discuss only the quadratic metric (4), though a
similar algorithm can be built for an arbitrary metric (5).

The algorithm corresponding to the discussion in sec-
tion 4 uses the following variables: the array F(N) num-
bered by the nodes of the tree T, a simple variable G de-
pending on the document D being analyzed, and two
arrays ki and di numbered by the terminal nodes.

The algorithm uses a recursive procedure to promote a
value up the tree, i.e., to calculate in each node N the sum
X(N) = ∑ ∈ Ni

ix )(  of some values x(i), with summation by

all terminal nodes subordinated to N. This procedure has
been discussed in section 7 and has a complexity of order
|T| – 1. It is applied to the root node of the tree and con-
sists in the following conditions:

1. If N is a terminal node, set X(N) = x(i) with the appro-
priate number i.

2. If N is a non-terminal node, apply the same procedure
to each node Ns immediately subordinated to N,
Ns ← N, and set X(N) =∑ ←NN s

s
NX )( ; here the

summation is done only by the nodes immediately
subordinated to N.

In the following sections we will apply this procedure
to different expressions x(i), obtaining different functions
X(N).

Also, the algorithm uses the following procedure for
building a document image {ai} given a document A:

1. Set all ai = 0.

2. For each word of the document, if it belongs to the list
of keywords for some terminal node i, increment ai

by 1. A word can belong to more than one terminal
node; in this case all corresponding ai are incremented.

The complexity of this procedure is of the order
|A| log |L|, where |A| is the total number of words in the
document A and |L| is the total number of the keywords in
the system lexicon.

8.1. Training the model

The data learned from the training corpus and kept in
the system are F(N) and {ki}. The total size of the data is
|T| + |R| (it can be reduced to |T| by storing F(N) only for
non-terminal nodes), where |R| is the number of terminal
nodes and |T| of all nodes in the tree.

The input for the training algorithm is a large corpus of
general newspaper mixture. The algorithm works as fol-
lows:

1. Apply the procedure of building the document image
to the training corpus to build {ki}. The complexity of
this step is of the order |K| log |L|, where |K| is the
number of words in the training corpus.

2. Calculate all values of F(N) = ∑ ∈ Ni ik21  by first

applying the promotion procedure to the expression



x(i) = 2

i
k  and after that inverting the resulting value in

each node. The complexity of this step is of the order
|T| – 1.

The total complexity of training the model is of the or-
der |K| log |L| + |T| – 1.

8.2. Working with the document

In runtime, i.e., when working with a given document,
the algorithm computes and uses the values G and {di}.
The total size of the data for a given document is |R| + 1,
where |R| is the number of terminal nodes. Given a docu-
ment D, the algorithm works as follows:

1. Apply the procedure of building the document image
to the document to build {di}. The complexity of this
step is of the order |D| log |L|.

2. Calculate the value of G = ∑ ∈ Ri id 21 . The complex-

ity is of the order |R|.

3. Calculate all values 
2

,DK N . For this, first apply the

promotion procedure described above to the expres-
sion x(i) = w(i) = ii dk  and after that calculate the ex-

pression (9) for each node N. The complexity is of the
order |T| – 1.

4. Choose the node with the least value of 
2

,DK N , or

arrange the nodes in the order of increasing of this
value. In the latter case, the complexity is of the order
|T| log |T|.

The total complexity is of the order 2|R| + |T| – 1 if
only the best topic is to be found. However, if entire his-
togram of the topics ordered from the best to the worst
one is to be built, additional |T| log |T| operations are
necessary.

9. Implementation and experimental results

The algorithm was implemented in a multifunction
system Classifier. The system allows the user to view the
histogram of the topics expressed in a given document,
see Figure 1.

Figure 1. A screenshot of the Classifyer system:
the topics of the article Yitzhak Rabin and Yasser Arafat.



The system also allows the user to retrieve from the
data base the documents corresponding to the given topic,
or to view a histogram of the documents in the data base
that correspond to the given topic, ordered from the best
to the worst. Among the functions of the Classifier system
is the ability to compare documents using the topic tree
and search for the documents which are the most similar
to the given one.

Our experiments were conducted with Spanish docu-
ments. As the training corpus, we used the publicly avail-
able Spanish corpus LEXESP provided to us by the
Polytechnic University of Catalonia (UPC), Spain. The
corpus contains approximately 3 million words.

As the concept tree, we used the multilingual data from
the Clasitex system [15], with the concepts with English
labels, and with English, Spanish, and French vocabulary.
The tree consists of 796 nodes, of which 607 nodes are
terminal. The English vocabulary consists of 37946 key-
words or keyword combinations (like hot dog).

The results were assessed qualitatively, based on the
opinion of human experts. For each document, two tests
were carried out.

In the first test, the expected main topics were assigned
to the documents manually, and the system results were
compared with these a priori expert judgments. In more
than 90% of the cases, the expected main topic was within
the first 10 topics (of total 796) in the histogram.

In the second test, the top 10 topics reported as the best
by the program were estimated by the human testers for
their intuitive appropriateness for the document. In more
than 80% of the cases, the testers estimated the results as
acceptable.

We have experimented with different metrics, such as
(3) to (5). The metrics exhibited rather similar behavior,
though the metrics of the type (5) with higher n tended to
give slightly higher priority to lower nodes of the tree
(like elections), while the linear metric (3) emphasized
more general topics (like politics). We also tried the ex-
pression
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which tended to over-emphasize the terminal nodes, i.e.,
the most narrow topics. In our opinion, the quadratic
metric provides a good compromise between the quality,
simplicity, and computational efficiency.

As an example, let us consider the results for a news-
paper article Yitzhak Rabin and Yasser Arafat, which was
evaluated by the human expert as related to politics, war,
social institutions. The following table shows the system
output, with the distances measured by the quadratic
metric 

2
,DK N  (4). Terminal nodes are given in lower-

case letters, non-terminal in capitals:

Rank   Distance Topic

1 0.725  INSTITUTIONS
2 0.778  ANY TOPIC
3 0.855  SOCIAL ORDER
4 1.114  THE ECONOMY
5 1.137  WAR, MILITARY
6 1.160  GOVERNMENT
7 1.182  PUBLISHING, THE PRESS
8 1.199  soldiers,  military life
9 1.212  governmental bodies, institutions

10 1.213  OCCUPATIONS
11 1.225  corporations, business practices
12 1.225  occupations, job titles
13 1.225  newspaper names
14 1.225  POLITICS
15 1.237  BUSINESS & ECONOMICS

Note that in the dictionary by institutions, social insti-
tutions such as government or politics are meant.

Here is a fragment of the topic tree with the ranks cor-
responding to the previous table. This table illustrates the
pattern of topic ranking. The topics nearest in the tree to
the main detected topic, in this case institutions, have the
best ranking.

Topic subtree Rank

ANY TOPIC 2
 INSTITUTIONS 1

 SOCIAL ORDER 3
  GOVERNMENT 6
      governmental bodies and institutions 9
  POLITICS 14
  PUBLISHING & THE PRESS 7
   newspaper names 13
  WAR & MILITARY 5
       soldiers and military life 8
 THE ECONOMY 4

 BUSINESS & ECONOMICS 15
  corporations and business practices 11
 OCCUPATIONS 10

Note that the root topic –any topic– obtained a high
rank, which is not desirable. In our future work we plan to



investigate other metrics and address the issue of the
choice of the optimal one.

10. Conclusions and future work

As the method of concept selection for representation
of the contents of a document, comparison with an “ideal”
document for each of the topics available in the dictionary
was suggested. The method of automatic construction of
such an ideal document for a topic was proposed. The
issue of choice of the metric for the comparison was dis-
cussed. For some types of frequently used metrics, a
faster algorithm of calculation was described.

The method has been implemented in a system Classi-
fier for document retrieval and investigation of document
collections. In the experiments, different metrics exhibited
slightly different behavior. As the experiments have
shown, with the quadratic metric, the ranking of the root
node is too high. In future work, the issue of choice of the
best metric is to be addressed.
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